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Data Fusion Calibration for a 3D Laser Range Finder and a Camera
using Inertial Data

P. Núñez, P. Drews Jr, R. Rocha and J. Dias

Abstract— The use of 3D laser range �nder (LRF) and
cameras is increasingly common in the navigation application
for mobile robots. This paper proposes a new method to
perform the extrinsic calibration between a pinhole camera
and a 3D-LRF with the aid of an Inertial Measurement Unit
(IMU). While state of the art calibration procedures require
a large number of points for robust calibration, the proposed
approach is innovate in terms of higher �exibility and wider
range of application. The proposed method is based on the
presentation to the sensor platform of a stationary planar board
containing a checkerboard pattern. The homography which
de�nes the rotation matrix between the LRF and camera is
achieved moving the robot and observing the resulting motion
of the sensors. This step attempts to solve the well-known
homogeneous transform equation of the form AX = BX.
Next, translation is calculated using a commonly least-squares
estimation algorithm according to the corners of the pattern,
previously detected by both, camera and LRF. The developed
algorithm was tested on a mobile robot which is equipped with
sensor platform composed of pinhole camera, LRF pan-tilt unit
and a IMU, and proved to be very accurate. Furthermore,
the applicability of the method is greatly expanded, requiring
attachment of a simple inertial sensor to the sensor platform.

Index Terms - 3D Laser Sensors, Laser-Camera Calibration

I. INTRODUCTION

Simultaneous Localization and Mapping (SLAM) is an
essential ability for autonomous mobile robots exploring
unknown environments. In the last two decades, SLAM
problem has been discussed in depth using two dimensional
sensors (e.g. laser range �nder, stereo camera or sonar).
Currently, reliable mapping and self-localization in three
dimensions, while the robot is moving in indoor or outdoor
environments, are increasingly important tasks in the robotic
�eld [1]. To achieve this 3D-SLAM, autonomous robots are
usually equipped with sensors, e.g. 3D laser range �nder
(LRF), which acquires information of the robot environment.
In this regard, some techniques for acquiring 3D data using
2D scanners installed on mobile robots have been developed
[2], [3]. On the other hand, the ef�ciency and robustness
of the SLAM process is determined by the chosen map
representation and the data association stage [4]. In order to
reduce this crucial problem, it is possible to augment the 3D
data with other kind of information, such as color, which
is able to be acquired by a single camera. To accomplish
this, the laser range �nder (LRF) and the cameras that
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The other authors are with the Institute of Systems and Robotics, Dept.
Electrical and Computer Engineering, Univ. of Coimbra, Portugal.

equip the robots must be extrinsically calibrated, that is, the
rigid transformation between the camera and laser coordinate
reference frames must be known.

Previous work regarding the laser-camera calibration issue
focus on calibrating the cameras to 2D laser range �nders
with both visible and invisible trace [5]. A method to perform
the calibration was presented by Zhang and Pless [6] which
was based on the constraints between views of a planar
calibration pattern like the ones used for the intrinsic camera
calibration. This method’s calibration error is affected by the
angle between the LRF slice plane and the checkerboard
plane, therefore the checkerboard needs to be placed at a
speci�c orientation. Another approach from Li et. al. [7] is
based on the line constraint equation obtained using a spe-
cially designed triangular checkerboard calibration pattern.

The recent development of 3D laser range �nders made
the use of these scanners more common, even though it still
brings some disadvantages, namely some lack of �exibility
and the time cost of data acquisition. Nevertheless, 3D scan-
ners are well suited for particular tasks. Some previous work
has been done regarding the 3D laser-camera calibration
namely by Unnikrishnan and Herbert [8]. Their method
uses a checkerboard as calibration pattern and several laser-
camera acquisitions. Another method to perform the extrinsic
calibration, developed by Scaramuzza et. al. [9], obviates
the need to have a calibration pattern and uses only point
correspondences, hand selected by the user, from a single
laser-camera acquisition.

This paper also presents a method for the extrinsic cal-
ibration between a 3D LRF and a camera, but an inertial
measurement unit (IMU) has been added to the sensor plat-
form (see Fig. 1). Previous appraches need a large number
of points for a robust calibration. However the proposed
method allows to obtain the calibration in a faster and easier
way, only using this IMU sensor. A stationary planar board
containing a checkerboard pattern is presented to the sensor
platform. The method is based on the classical hand-eye
calibration [10]. In the proposed approach, the inertial sensor
provides information regarding the orientation of the sensor
platform, thus restricting the calibration problem. Therefore,
the homography between the LRF and the camera is de-
termined by moving the robot and analyzing the IMU and
camera information. This yields a homogeneous transform
equation of the form AX = XB, where A is the change
between the robot pose (using the IMU) and B the resulting
camera displacement.

The required translation vector is obtained by associating
a restrict set of points that are obtained on both the LRF scan
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Fig. 1. A schematic of the calibration problem. The main goal of the
paper is to achieve a calibration method to obtain the rigid transformation
between the information acquired by a LRF and the pinhole camera.

and camera capture. These points are the outer vertexes of
the calibration pattern. Taking into account that the rotation
is acquired in a fast and accurate way, the translation is
estimated only using an iterative method based on thes outer
points, which is easy to implement.

This document has been organized as follows. Section II
describes the geometric models of the camera, 3D laser and
inertial measurement unit. Next, Section III describes tour
technique for the calibration of the 3D-LRF and camera.
Finally, experimental results, and conclusions and future
work are described in Section IV and Section V, respectively.

II. SENSOR PLATFORM PROJECTION MODEL

The goal of the method is to �nd the homogeneous
transformation between the pinhole camera and the LRF
(CTL) in order to fuse the measurements from both sensors
in robotic applications. The sensor platform consists of a 3D-
LRF, a pinhole camera and an inertial measurement unit. The
schematic of the proposed method is shown in Fig. 1. As it is
shown in the �gure, the 3D scan data acquisition is achieved
using a 2D-LRF and a tilt-unit. Three coordinate frames,
namely camera (CRF ), laser range �nder (LRFRF ) and the
world (WRF ) have been de�ned in Fig. 1. A checkerboard
pattern is presented to the robot and the outer points are
extracted by both camera and 3D-LRF. Next, the geometric
models of the different sensors of the platform are described.

A. Camera Geometric Model

In the proposed approach, a pinhole camera has been used.
These cameras are modeled by their optical center and their
image plane. Assuming that the camera is already calibrated,
a given 3D point W is projected into an image point M given
by the intersection of the line containing the optical center
and W with the image plane [11].

Let w = (x, y, z)T be the coordinates of W in the world
reference frame and m the coordinates of M in the image
plane. Using projective coordinates,

Fig. 2. Pinhole camera model. The point in the world W is projected into
the image plane M according to the intrinsic parameters of the camera.

w̃ =

⎡
⎢⎢⎣

x
y
z
1

⎤
⎥⎥⎦ m̃ =

⎡
⎣ u

v
1

⎤
⎦ (1)

the transformation from w̃ to m̃ is given by the matrix P̃:

λm̃ = P̃w̃ (2)

where λ is the depth (arbitrary scale) factor. The camera is
therefore modeled by its perspective projection matrix (PPM)
P̃, which can be decomposed using the QR factorization

P̃ = A
[

R t
]

(3)

The matrix A depends on the camera intrinsic parameters
and has the following form:

A =

⎡
⎣ αu γ u0

0 αv v0

0 0 1

⎤
⎦ (4)

where αu = −fku and αv = −fkv are the focal lengths
in horizontal and vertical pixels (f is the focal Lent in
millimeters, ku and kv are the effective number of pixels per
millimiter along the u and v axes. (u0, v0) are the coordinates
of the principal point, given by the intersection of the optical
axis (z) with the image plan, γ is the skew factor.

The camera extrinsic parameters are encoded by the 3×3
rotation reference frame onto the world reference frame.

Using quaternions and writing the PPM as:

P̃ =

⎡
⎣ qT

1 q14

qT
2 q24

qT
3 q34

⎤
⎦ (5)

the projection (2) in Cartesian coordinates is given by:
⎧⎪⎪⎨
⎪⎪⎩

u = qT
1 w+q14

qT
3 +q34

v = qT
2 w+q24

qT
3 +q34

(6)

The focal plane is parallel to the image plane and contains
the optical center (C) (Fig. 2). The focal plane is also the
focus of the points projected to in�nity, therefore its equation
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Fig. 3. Sketch of the measurement system (dx and dz are the offset
distances from the rotation axis to the center of the laser mirror)

is qT
3 + q34 = 0. The two planes de�ned by qT

1 w + q14 = 0
and qT

2 w+ q24 = 0 intersect the image plane respectively in
the vertical and horizontal axis of the image coordinates.

The optical center C is the intersection of these three
planes, therefore its coordinates c are the solution of

P̃
[

c
1

]
= 0 (7)

then
c = −Q−1q̃ (8)

being Q and q̃ de�ned in (5) as the �rst and second columns,
respectively. Thus, from (8) P̃ is written

P̃ =
[

Q −Qc
]

(9)

The optical ray associated to an image point M is the line
MC. The equation of this ray can be written as:

w = c + λQ−1m̃ (10)

B. LRF Geometric Model

A 3D laser range �nder is usually built by moving a 2D
LRF along one of its axes. By rotating the 2D scanner around
its radial axis it is possible to obtain the spherical coordinates
of the points measured. This construction of the laser creates
a problem, it is not possible to adjust the center of rotation of
the laser mirror with the center of rotation of the laser itself
(see Fig. 3). Therefore, offsets on the measured points will
exist [9]. The 3D LRF used in the proposed work was built
using a 2D Hokuyo laser mounted on a Directed Perception
pan-tilt unit. This type of con�guration for the 3D laser can
be modeled by Eq. (11).

⎡
⎣ x

y
z

⎤
⎦ =

⎡
⎣ cicj −cisj si cidx + sidz

sj cj 0 0
−sicj sisj ci −sidx + cidz

⎤
⎦

⎡
⎢⎢⎣

ρij

0
0
1

⎤
⎥⎥⎦

ci = cos(ϕi), cj = cos(θj), si = sin(ϕi), sj = sin(θj),
(11)

where ρij is the j-th measured distance with corresponding
orientation θj in the i-th scan plane, which makes the angle
ϕj with the horizontal plane. The offset of the rotation axis
from the center of the mirror has components dx and dz .
[x y z]T are the coordinates of each point measured relative
to the center of rotation of the laser, with the x axis pointing
forward and the z axis pointing up.

C. Inertial Sensor Data

At a basic level, an inertial system performs a double
integration of sensed acceleration over time to estimate the
position [12]. Assuming that acceleration is measured along
three orthogonal axis, then

x =
∫

ẋ dt =
∫ ∫

ẍ dt =
∫ ∫

asensed dt (12)

where x is the position, ẋ is the velocity and ẍ is the
acceleration vectors.

If the quaternion q̊(k) represents the body rotation relative
to the navigation frame at sample interval k, then the body
accelerations can be converted to the navigation frame of
reference by

anav = q̊(k)abodyq̊(k)∗ (13)

The set of orthogonal gyros provide a measurement of the
body rotation rate vector given by

ω =
[

ωx ωy ωz

]T
(14)

and ‖ω‖ =
√

ω2
x + ω2

y + ω2
z gives the magnitude of the

rotation rate and ω
‖ω‖ the unit vector around which the

rotation occurs. The rotation increment during a sampling
interval Δt is given by the quaternion

Δq̊ = cos
(

ωΔt

2

)
− sin

(
ωΔt

2

)
ω

‖ω‖ , (15)

provided that ‖ω‖ �= 0. The quaternion q̊(k), that represents
the body rotation relative to the navigation frame at sample
interval k, can now be updated by

q̊(k + 1) = q̊(k)Δq̊, (16)

and, using (13), the measured body accelerations are con-
verted to the navigation frame, the gravity component is
removed, and integration provides body velocity and position
in the navigation frame.

The inertial sensor calculates the orientation between the
sensor-�xed coordinate system, {S}, and the earth-�xed ref-
erence coordinate system, {G}. By default {G} is de�ned as
a right handed Cartesian coordinate system with: X positive
when pointing to the local magnetic North, Y according to
the right handed coordinates (West) and Z positive when
pointing up (see �gure 4).
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Fig. 4. IMU coordinates. Inertial sensor has been used to provide
information regarding the orientation of the sensor platform

D. Relation between LRF-Camera using IMU

On this section we will use a derivation of the formula-
tion described by Ferreira [13] used to build a scanner to
perform 3D registration of objects, where a pose system was
used to provide rotation and translation information between
coordinate reference systems. On the proposed approach, an
inertial sensor will be used instead of a pose one. This means
translation information between coordinate systems cannot
be readily obtained.

The coordinate reference systems used on the calibration
are de�ned as follows: {WRF } is the world coordinate
system associated with the calibration checkerboard pattern,
{LRFRF } and {CRF } are the laser and camera coordinate
systems respectively and {G} is the earth-�xed coordinate
system. Since the IMU is rigidly coupled to the sensors
platform and only orientation information is used, it is
possible to assume the inertial sensor rotation information
to be relative to the laser coordinate system.

Let PW be the coordinates of a point in the world
coordinate system and PL and PC the coordinates of the
same point in the laser and camera coordinate systems,
respectively. Then

PW = W TL . PL = W TC . PC , (17)

where W TL is the rigid transformation from the laser coor-
dinate system to the world coordinate system and W TC is
the rigid transformation from the camera coordinate system
to the world coordinate system.

Figure 5 shows the relation between the coordinate sys-
tems transformations that can be writen as

W TL = W TC . LT−1
C (18)

applying the previous relation to (17) we obtain

PL = LTC . PC (19)

Since the inertial sensor will only provide information
about the relative rotations we will write the transformations
as

Fig. 5. Transformations between different coordinate systems

Fig. 6. Relative motion schematic during calibration procedure on two
different time instant.

W TL =
[

W RL
W	tL

]
W TC =

[
W RC

W	tC
] (20)

where R are the rotations and 	t are the translations between
coordinate systems.

Figure 6 shows a schematic for the relative motion of
the sensors during calibration on two different time instants.
Because the laser and the camera are rigdly coupled it is
possible to write the following equation

AX = XB, (21)

where A and B are the relative rotation transformations from
the time instant i to the time instant i + 1, and X is the
rotational transformation between the laser and the camera
(see Fig. 6). Since we have rotation information from the
inertial sensor we will express A, B and X through Eq. (22).

A = GR−1
L (i + 1) GRL(i)

B = CRW (i + 1) CR−1
W (i)

X = LRC

(22)

A is obtained directly using the inertial sensor information
of two consecutive captures and B is also easily obtained



Fig. 7. a) Pan and tilt unit with a stereo-camera rig, an IMU and an
Hokuyo LRF mounted on top. Left camera of the pair stereo is the pinhole
camera used in the proposed approach; and b) calibration pattern which is
presented to the robot.

from the captures once the Camera is calibrated. Shiu
and Ahmad [14] presented a closed-form solution to the
homogeneous transformation equation (21) although a more
compact solution can be achieved using quaternion algebra
as discussed in [15], [10]. Therefore we will write (21) as

å ∗ q̊ = q̊ ∗ b̊, (23)

where å, b̊ and q̊ are the quaternions that correspond to the
rotations given by A, B and X respectively. Once LRC is cal-
culated, the translation vector is estimated by associating the
outer vertexes of the calibration pattern using a commonly
least-squares estimation algorithm.

III. ITERATIVE CALIBRATION AND OPTIMIZATION

Figure 7b shows how the calibration pattern should be
presented to the sensor platform. In the �gure, outer vertexes
have been illustrated. As it was drawn in Fig. 6, two robot
motion are needed, and then, two full 3D scan data are
collected. In order to reduce the errors in the estimate of the
homogeneous transformation LRC , the procedure is repeated
N times for different α angles, in which the checkboard is
visible (steps from 2) to 5)) [10]. The calibration algorithm
developed is summarized as follows:

1) Calibrate the Camera using [16].
2) For two sensors positions retrieve the rotations given

by the inertial sensor and the rigid transformations
from the camera reference frame to the checkerboard
reference frame.

3) Determine LRC using (23) and applying the method
described brie�y in Section II-D (see more details in
Horaud’s work [10]).

4) From the laser scan �nd the points a, b, c and d by
detecting the intersection of the lines 	ab, 	bc, 	cd and 	da

5) With the information from 3) and 4) use (19) to
determine LTC

6) Optimize the obtained result. Using the previous algo-
rithm, a translation matrix for each corner of each pose
of the calibration pattern is obtained. Thus, different
results for the translation are estimated. This last step
joins the information from 5) step of the N iterations.

Fig. 8. Evolution of the rotation and translation matrices estimate by
the calibration method according to the number of iterations used in the
approach.

At the end of the calibration algorithm, the homogeneous
transformation between the pinhole camera and the LRF
(CTL) is estimated.

IV. EXPERIMENTS AND RESULTS

The proposed approach was tested using the sensor plat-
form shown in Fig. 7. The pinhole camera is selected from
the left camera of STH-MDCS stereo pair from Videre De-
sign, a compact, low-power colour digital stereo head with an
IEEE 1394 digital interface. It consists of two 1.3 megapixel,
progressive scan CMOS images mounted in a rigid body, and
a 1394 peripheral interface module, joined in an integral unit
(only one camera has been used for data acquisition). Images
obtained were restricted to 320x240 pixels. The laser range
�nder mounted on the tilt unit is an Hokuyo URG-04LX, a
compact laser sensor which has a resolution of 0.36◦ and the
�eld of view of 240◦. Furthermore, an MTi-G inertial sensor
is strongly coupled to the laser range �nder.

The average reprojection error values, in pixels, according
to the number of iterations used in the method has been rep-
resented in Table I (Average and standard deviation values).
As it is shown in Table I, the average error of the proposed
calibration method decreases when the method use a higher
number of iterations. The experiment has been repeated for
different settings, deriving similar results. It is possible to
consider that for N = 10 iterations, the calibration method is
stable. These same results can be obtained analyzing the Fig.
8. In Fig. 8a-b, the evolution of the rotation and translation
matrices have been shown, LRC and LtC , respectively.

The accuracy of the method is shown in Fig. 9. Fig. 9a
illustrates the 3D scan data acquired by the LRF in the
calibration stage (9b). The checkerboard pattern has been
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Fig. 9. a) 3D scan data acquired by the HOKUYO laser range �nder in a real scenario which is used in the calibration procedure; b) image captured by
the pinhole camera in the same scenario; and c) projection of the scan data over the image after the calibration process.

TABLE I

COMPARATIVE STUDY ACCORDING THE NUMBER OF VIRTUAL 3D

POINTS. AE = AVERAGE ERROR SD = STANDARD DEVIATION (PIXELS)

N = 1 N = 3 N = 10 N = 15 N = 20

AE 46.323 12.615 4.854 4.480 4.211
SD 8.312 4.277 3.121 3.108 2.935

drawn with red colour (rest of the scan data in blue colour).
The projection of the 3D laser range data has been drawn
over the image camera after the calibration process (9c).
This experiment has been achieved in different scenarios
with similar results. In this example, the proposed algorithm
demonstrates its applicability for being used in 3D robotic
applications.

V. CONCLUSIONS AND FUTURE WORKS

This paper has described an ef�cient method to calibrate
a pinhole camera and a 3D laser range �nder with the
aid of an inertial sensor. The homography which de�nes
the transformation between the sensors is achieved using
a two steps method. First, the rotation matrix is estimated
moving the robot and observing the resulting motion of the
sensors. Next, translation is calculated using a commonly
least-squares estimation algorithm according to the corners
of the pattern, which have been previously detected by the
camera and LRF, respectively. Therefore, the two sets of
points are corresponded in order to obtain the homogeneous
transformation between the camera pair and the range sensor.
Experimental results have demonstrated the robustness, ef�-
ciency and applicability of the proposed solution. In fact,
the approach described in this work requires no special
equipment and allows to the researcher to calibrate quickly
and in an accurate way the sensor platform. Future work will
be focused on the application of this calibration method to
projects related with 3D robotic applications (e.g. 3D-SLAM
or virtual reconstruction of the robot environment).
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